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Presenter
Presentation Notes
Talk faster.3
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What is 
Power? 
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Introduction to Power 

H0: µ1 - µ2 = 0 

Type I error (α): reject H0 when H0 is really true. 

Type II error (β): fail to reject H0 when H0 is really false. 

Presenter
Presentation Notes
In order to talk about power, it’s helpful to review what is meant by Type 1 and Type 2 error. Any time you do a statistical test there are two mistakes you can make.In a statistical test comparing means, the null hypothesis is that the means are equal H0 mu1 equals mu 2A type 1 error is when we reject H0 (the null) when H0 (the null) is really trueA type 2 error is when we fail to reject H0 (the null) when H0 is actually false.The difference is easy for me to remember now, but I remember the first time I read this definition; I had to read it about 10 times and then I still didn’t remember it…To keep the differences straight it’s helpful to use plain language to describe the two types of error.
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TYPE I ERROR 

Finding a difference 
when a difference isn’t 
there. 
 
 

TYPE II ERROR 

Not finding a difference 
when a difference is 
there. 
 

Introduction to Power 

Type I error: 
Thinking they 
are different 
when they are 
not. 

Type II error: 
Thinking they are 
not different when 
they are. 

Presenter
Presentation Notes
Here’s an easier way to think of the differenceType 1 error is finding a difference when a difference isn’t thereType 2 error is missing the difference when  a difference is there.Finding “it” when it isn’t therevs. Missing “it” when it is thereType II error:Thinking they are not different when they are.
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Introduction to Power 

From The essential guide to effect sizes: Statistical power, meta-analysis, and 
the interpretation of research results by Paul D. Ellis, 2010. 

Presenter
Presentation Notes
These images also help me think about the difference between the two types of error.If the null hypothesis in not pregnant.I can keep these pictures in my mind to help me remember the difference. The null hypothesis is that the person isn’t pregnant.If the doctor on the right is committing a Type I error – false positive –because he tells the man, who can’t be pregnant, that he is pregnant. (He rejects the null when it’s actually true) The doctor on the right is committing a Type II error – false negative – because she tells the pregnant woman that she is not pregnant. (The docotor fails to reject the null when it’s actually false.)
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Decision 

Null = no rain 
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e 
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Fail to Reject H0 
(No umbrella) 

Reject H0 
(Take umbrella) 

H0 is true 
(No rain) 

H0 is false 
(Rains) 

Type I error – 
look silly 

Correctly 
reject H0 

Type II 
error – 
get wet POWER! 

Correctly 
fail to reject 
H0 

Presenter
Presentation Notes
So, there are four possibilities with any statistical test.  There are two possible decisions to make, either we reject or fail to reject. There are two possible states of reality. Either the null is true or it isn’t.For the example in this table, we need to realize that it’s sunny and we need to decide whether or not to take an umbrella. The null hypothesis is that it doesn’t rain. (No change or difference in the weather)There are two possibility in the state of reality. EitherIt doesn’t rain or…It does rain.If we fail to reject the null (we predict there will be no change in the weather) we can either be correct (it doesn’t rain and all is well) or wrong (it does rains). Failing to reject the null when it is actually false is called a type 2 error. We decide it isn’t going to rain and it does. We get wet. If we reject the null, and take an umbrella we are either correct to do so (it rains) or we’re wrong (it doesn’t rain). If we are correct, brought our umbrella and it rains, then all is well. We made the correct decision. If we thought it would rain, but we were wrong (it doesn’t rain), we have made a type 1 error. We took our umbrella when the null was true (it didn’t rain). We look silly. Power is making a correct decision to reject the null. We correctly decide it is going to rain. Finding a difference if a difference is there.
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Introduction to Power 

? 

Null = no rain 

Presenter
Presentation Notes
So, there are four possibilities with any statistical test.  There are two possible decisions to make, either we reject or fail to reject. There are two possible states of reality. Either the null is true or it isn’t.For the example in this table, we need to realize that it’s sunny and we need to decide whether or not to take an umbrella. The null hypothesis is that it doesn’t rain. (No change or difference in the weather)There are two possibility in the state of reality. EitherIt doesn’t rain or…It does rain.If we fail to reject the null (we predict there will be no change in the weather) we can either be correct (it doesn’t rain and all is well) or wrong (it does rains). Failing to reject the null when it is actually false is called a type 2 error. We decide it isn’t going to rain and it does. We get wet. If we reject the null, and take an umbrella we are either correct to do so (it rains) or we’re wrong (it doesn’t rain). If we are correct, brought our umbrella and it rains, then all is well. We made the correct decision. If we thought it would rain, but we were wrong (it doesn’t rain), we have made a type 1 error. We took our umbrella when the null was true (it didn’t rain). We look silly. Power is making a correct decision to reject the null. We correctly decide it is going to rain. Finding a difference if a difference is there.
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TYPE I ERROR 

Introduction to Power 

You need to balance the two types of error… 
 

TYPE II ERROR 

Presenter
Presentation Notes
You have a possiblility of correctly The researcher needs to find a balance between risk and return when making decision about alpha and power. A well-designed research study balances the relative risk of making each type of error.You can’t make both types of error in the same testThe probability of making one kind of error goes up, the other goes down.We don’t know if the null is true or false, (If we did, we wouldn’t need to do the research) so we need to protect against making both type of errors.
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Introduction to Power 

Decision Making 
Null hypothesis – hurricane won’t hit NYC 
Alternative hypothesis – hurricane hits NYC 

Mayor Bloomberg could 
risk making a Type I 
error:  
 

• Concludes Hurricane 
Sandy is coming.  

• Orders evacuation. 

Presenter
Presentation Notes
We'd love to be sure of the consequences of the decisions we make, but if we knew the outcome ahead of time, we wouldn't need to make a decision.Mayor Bloomberg can make a Type I error. He orders evacuations and requests police, firefighters and medical personnel work overtime. Hurricane Sandy doesn't come. Resources were wasted and people criticize the government and weather forecasters for over-predicting. If there are too many false alarms, people will ignore them.
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Introduction to Power 

Decision Making 
Null hypothesis – hurricane won’t hit NYC 
Alternative hypothesis – hurricane hits NYC 

Mayor Bloomberg could 
risk making a Type II 
error:  
 

• Concludes Hurricane 
Sandy is not coming.  

• Does nothing. 

Presenter
Presentation Notes
We'd love to be sure of the consequences of the decisions we make, but if we knew the outcome ahead of time, we wouldn't need to make a decision.Mayor Bloomberg can risk making a Type I error. (He doesn’t want to conclude that the hurricane is coming if it isn’t. He doesn’t want to look silly carrying an umbrella…) Rejects the nullHe concludes Hurricane Sandy is not coming. He does nothing.Hurricane Sandy does come. There is a large loss of life and property. People criticize the government and weather forecasters for being wrong and not preparing adequately.Or...Mayor Bloomberg avoids making a Type II error. (He decides not to bring his umbrella and gets wet...) Fails to reject the null.He concludes Hurricane Sandy is coming.He orders evacuations and requests police, firefighters and medical personnel work overtime. People stay home from work and stock up on supplies.Hurricane Sandy doesn't come. Resources were wasted and people criticize the government and weather forecasters for over-predicting.Another analogy for remembering the difference Type 1 error is an alarm without a fire, Type 2 error is a fire without an alarm. The power level you set determines whether or not you will detect the fire…One more analogy to help distinguish between the two types of error:Type 1 an alarm without a fireTypye 2 a fire without an alarm
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Which is worse? 
 

It depends… 
 

Introduction to Power 

Presenter
Presentation Notes
So which is worse?There are consequences to making both types of errorType I error False Positive detecting a difference when there isn’t one – Rejecting a true null. Finding it.Tornado warnings If there are too many false alarms, people will ignore the warnings.School district spends valuable resources to institute a new reading program that doesn't have any effect on students' reading achievement.We get a positive result from a cancer screening which leads us to worry unnecessarily.Type II error False Negative – Failing to reject a false null – Missing it.We go get a cancer screening and the doctor tells us we're okay and not to worry. But we do have cancer. By the time we go back to the doctor it's too late.Failing to find a difference when a difference is there. The discovery of a potentially problem with an O-ring on the Challenger space shuttle and the decision to go ahead with the launch caused NASA to commit a Type II error that had serious consequences. There really was a difference between the O-Ring and a functional O-Ring, but NASA failed to find the difference.
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What is the appropriate level of power? 

α = .05 
Power = .8  

Presenter
Presentation Notes
(1988) Jacob Cohen suggested setting power at .80 because he thought most scientists would view Type I errors more serious than making Type II errors. He proposed that Type I errors should be treated four times more seriously than Type II errors (hence the .80 for power). If alpha is .05,that means we can tolerate a 5% chance of a Type I error. Power of .80 means we have a 20% chance of making a Type II error.



14 

The five-eighty 
convention… 

Jacob Cohen, 1923 – 1998 
http://archpsyc.jamanetwork.com 

α = .05 
Power = .8  

Type I is 4x 
worse than 
Type II 

Presenter
Presentation Notes
But the numbers Cohen proposed were really just guidelines, it was his hope that researchers would consider the relative risk of making each type of error and strike an appropriate balance for their unique situation. This five-eighty convention is a good default, but there are times when a four to one ratio between alpha and beta. For example, if prior research has already determined that a drug has an effect, then  it is not possible to make a Type I error (the null is false), so it would make more sense to balance the error rates so we are less likely of making a Type II error.  Any decision about alpha level implies a judgment about beta (Power = 1 - beta). Blind adherence to convention means that often studies in published research only have a 50-50 chance of finding the effect they are seeking. Example in a test of a drug that is known to be effective (therefore, it’s highly unlikely a Type I error will be made) – it would be good procedure to do a one-tailed test and to be more concerned with making a Type II error and change the five-eighty guidelines to be more appropriate.  Jacob Cohen thought the chance that the null is true decreases with our understanding of a phenomenon. As research in a field advances, researchers should pay increasing attention to Type II errors and power.
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Power (1 – β) : 
 

 
Power of .8       

Introduction to Power 

comfortable accepting a 20% 
chance you will miss 
something that is really there 

Presenter
Presentation Notes
Power is the flip side of alpha.3. Power (1 - b): reject H0 when H0 is really false.Put simply…It could be an effect, a difference. If it’s there you want to protect against missing it.Power refers to the probability that your test will find a statistically significant difference when such a difference actually exists. In other words, power is the probability that you will reject the null hypothesis when you should (and thus avoid a Type II error).The conventional probability for power is .8 – Which means if you took many samples, 80% of the time you would detect a difference if it was actually there. But that also means 20% of the time you might be wrong.Together setting alpha at .05 and power at .8  became known as the five-eighty convention. 
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Why is Power 
Important? 
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Importance of Power 

a priori power analysis can protect against 
wasting resources. 

http://commonsense4worldequality.wordpress.com/2011/12/12/wasting-resources-is-wasting-time-to-come-up-
with-real-solutions/ 

Presenter
Presentation Notes
The most important reason to conduct a power analysis during the planning stages of a research study is if you don’t do so you could waste resources which is why many funding agencies require one.
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Importance of Power 

n = 23,000 

Too much power… 

Presenter
Presentation Notes
You waste resources if you use a much bigger tool than what is needed. The hammer is your sample size the pea is the effect you are trying to detect.Power in terms of statistics 
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Importance of Power 

Too little power… 

n = 8 

Presenter
Presentation Notes
If you have too little power, you risk missing an effect that is there. You waste resources because all your time and effort detects nothing. And it does so unconclusively since you didn’t have enough sample size to detect the effect that was there.
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Importance of Power 

a priori power analysis is often required for 
dissertations, papers, & grant proposals… 
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“Sorry, you guys didn’t do a power analysis, so no 
grant money for you…” 

Presenter
Presentation Notes
in research proposals and funding applications.
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Importance of Power 

a priori power analysis is an indication of how 
well you have planned… 

Presenter
Presentation Notes
An a priori power analysis is a good way of making sure that you have thought through every aspect of the study and the statistical analysis before you start collecting data.Figiuring out how much power… is all part of good planning
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Importance of Power 

Poorly planned studies rarely yield meaningful 
results… 

Presenter
Presentation Notes
An a priori power analysis is a good way of making sure that you have thought through every aspect of the study and the statistical analysis before you start collecting data.Figiuring out how much power… is all part of good planning
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Determinants 
of Power 

 

Presenter
Presentation Notes
When discussing statistical power, we have four inter-related concepts:  power, effect size, sample size and alpha.  These four things are related such that each is a function of the other three.  In other words, if three of these values are fixed, the fourth is completely determined (Cohen, 1988, page 14).  We mention this because, by increasing one, you can decrease (or increase) another.  For example, if you can increase your effect size, you will need fewer subjects, given the same power and alpha level.  Specifically, increasing the effect size, the sample size and/or alpha will increase your power.
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Determinants of Power 

1. Level of Significance (α) 

2. Sample size (n) 

3. Effect size (e.g., Cohen’s d, r, ω, η2, partial η2) 

Power is largely determined by… 

Presenter
Presentation Notes
p = .05 does not mean there is a 5% chance of obtaining the observed result by chance.It means there is a 5% probability of getting a result this large or larger if the effect size equals zero. It answers the question: If the null were true, how likely is this result?Researchers shouldn’t rely on significance testing alone, but rather interpret effect sizes, estimate precision via CI, replicate and generalize from meta-analyses.
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Determinants of Power 

Power can be increased by… 

1. Increasing α 

Presenter
Presentation Notes
If alpha is increased from .05 to .10, then power will increase. Although this factor is under the control of the researcher, most journal editors do not accept articles for publication that have an alpha level higher than .05.If possible, you can increase power by conducting a one-tailed test. If from prior research, you know the direction of the effect you are trying to detect, doing a one-tailed test will give you more power than a two-tailed test.
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Determinants of Power 

Power can be increased by 

n n 
2. Increasing sample size 

Presenter
Presentation Notes
You should plan for loss of subjects – overestimate your sample size. (But not by too much or you waste resources and detect differences that aren’t meaningful).
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Determinants of Power 

3. Power can be increased by 
increasing effect size, but effect 
size is not always within the 
researcher’s control. 

http://teachers.bergencatholic.org/faculty/hornerj/literature3h/franken
stein%20movie%20shots/frankensteinscreenshots.htm 

Presenter
Presentation Notes
The researcher doesn’t necessarily have control over the effect 
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Determinants of Power 

Your research design can improve your effect 
size and therefore increase power.  
 
For example: 

• Add a covariate 

• Use the most reliable measures available 

• Include multiple sites 

 

However… 
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Determinants of Power 

Effect size (e.g., Cohen’s d, r, ω, η2, partial η2) 

• Prior research 

• Estimate a range 

• Pilot study 

How do I know what the effect size is? 

Presenter
Presentation Notes
Determine effect sizes from meta-analyses - normally they will present a pooled effect size from individual estimates/If not available, then pool the effect sizes of whatever research is available.No prior research, then run a pilot study or make an estimate based on theory.We need to be conservative in determining estimates of effect size to compensate for measurement error or loss of subjects.
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Determinants of Power 

From The essential guide to effect sizes: Statistical power, meta-analysis, and 
the interpretation of research results by Paul D. Ellis, 2010. 

Presenter
Presentation Notes
This table shows the effect sizes used for common statistical tests and Cohen’s effect size benchmark guidelines.
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Two Types of 
Power 
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A power analysis can either be done … 

•before data are collected 

• a priori or prospective power analysis 

Two Types of Power 

Presenter
Presentation Notes
Most of what we have talked about so far has been specific to a priori power analysis and demonstrates why it’s an important and necessary research tool.  A priori power analysis is conducted prior to the research study, and is typically used in estimating sufficient sample sizes to achieve adequate power. Researchers and statisticians agree it is best practice to conduct an a priori power analysis.As stated earlier, estimating power prior to conducting a study can save resources. The researcher has planned carefully prior to collecting any data. And, conducting a power analysis is often a requirement in research proposals.
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 Or… a power analysis can be done … 

•after data are collected 

• post hoc or retrospective power analysis  

Two Types of Power 

Presenter
Presentation Notes
Post-hoc power analysis is conducted after a study has been completed, and uses the obtained sample size and effect size to determine what the power was in the study, assuming the effect size in the sample is equal to the effect size in the population. The usefulness of post hoc techniques is controversial.[5] Falling for the temptation to use the statistical analysis of the collected data to estimate the power will result in uninformative and misleading values. 
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 The Pitfalls of Post Hoc Power 

Two Types of Power 

n = 2,600 students 
Is there a gender difference on the 5th grade science test? 
 
Results: 
p = .658 
Effect size partial η2 = .01 
Observed power = .07 

Presenter
Presentation Notes
In a test comparing the means between boys and girls on the OAASci  test at grade 5, the p value was .658, effect size was partial eta squared = .01, but observed power was only .07. When students first learn about power they look at a power of .07 and determine that there wasn’t enough power to detect a difference.
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 The Pitfalls of Post Hoc Power 

Two Types of Power 

n = 15 subjects 
5 in each group 
Does the amount of sugar ingested affect memory? 
 
Results: 
p = .055 
Effect size partial η2 = .384 
Observed power = .57 

Presenter
Presentation Notes
FIX In an experiment to determine the effect of sugar ingestion on memory, 15 people were placed in three groups, Group 1 got no sugar, Group 2 got 1teaspoon of sugar, and Group 3 got 1 tablespoon of sugar. The results of an anova conducted to compare the means of the groups was nonsignificant. In this case, with such a small N, and large effect size and inadequate power, it is reasonable to conclude that assuming the effect size observed in this study is true for the population, the researcher could follow up this study with a larger N to see if a test with greater power might detect a difference.
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Old School 
Power 
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Presenter
Presentation Notes
Fisher has been criticized for preferring the 5% level of significance, but his choice merely reflected his lack of tables of critical values for the other levels of significance.
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Power 
Software 
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Power Analysis Software 
 

Software Current Version Pricing A Priori Post Hoc Graphics
G*Power 3.1.9 Free

PASS 13 $795 

SAS 9.3 Free for OSU students. 
Contact OCIO for 
Faculty/Staff licenses

Stata 13 Gradplan prices vary by 
University and STATA 
module

SPSS/Statistics 21 Free for OSU students. 
Contact OCIO for 
Faculty/Staff licenses

SPSS/SamplePower 3.0.1 $720/year

Optimal Design 3.01 Free

Software Version and Pricing

Presenter
Presentation Notes
Alternate version of previous table.Also, explain that some programs only accept mean differences and standard deviations instead of effect size measures. 
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Power Analysis Software 

Software Current Version Pricing Website
G*Power 3.1.9 Free http://www.gpower.hhu.de/en.html

PASS 13 $795 http://www.ncss.com/software/pass/

SAS 9.3
Free for OSU students. 
Contact OCIO for 
Faculty/Staff licenses

Stata 13
Gradplan prices vary 
by University and 
STATA module

http://www.stata.com/order/new/ed
u/gradplans/campus-gradplan/

SPSS/Statistics 21
Free for OSU students. 
Contact OCIO for 
Faculty/Staff licenses

SPSS/SamplePower 3.0.1 $720/year
http://www-
03.ibm.com/software/products/en/sp
ss-samplepower

Optimal Design 3.01 Free
http://sitemaker.umich.edu/group-
based/optimal_design_software

Software Version and Pricing

Presenter
Presentation Notes
Some of the text looks strange when viewing the slide show. 
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Power Analysis Software 

 
 

Power Analysis Software 
 
 

Screenshots of PASS 
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Power Analysis Software 

 
 

Power Analysis Software 
 
 

Screenshots of SPSS SamplePower 
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Power Analysis Software 

 
 

Power Analysis Software 
 
 

Screenshots of SAS 
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Power Analysis Software 

 
 

Power Analysis Software 
 
 

Screenshots of STATA 
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Presenter
Presentation Notes
Has two built in functions (SAMPSI and STPOWER)Functions developed by users: (FPOWER, POWERREG, POWERLOG, and CHI2POWER)
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Power Analysis Software 

 
 

Power Analysis Software 
 
 

Screenshots of Optimal Design 
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Examples 
using 
G*Power 

Power Analysis Software 
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Power Analysis Software 

 
 

Power Analysis Software 
 
 

Two-Sample t-test: A priori power 

The default selection for “Statistical 
Test” is “Correlation: Point biserial 

model.” Use the arrow to toggle to the 
desired statistical test. For the two-

sample t-test, we need “Means: 
Difference between two independent 

means (two groups).” 
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Power Analysis Software 

 
 

Power Analysis Software 
 
 

Two-Sample t-test: A priori power 
 

The “Input Parameters” for 
computing a priori power 
must be specified:  
1.One versus two tailed test; 
2.Anticipated effect size d;  
3.Alpha level;  
4.Desired power; 
5.Allocation ratio (of n’s).  
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Power Analysis Software 

 
 

Power Analysis Software 
 
 

Two-Sample t-test: A priori power 
 
 

The “Output Parameters” 
provide the relevant statistics 
given the input specified. 
Based on the parameters 
specified, we need a sample 
size of 128 for our two 
sample t-test.  
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Power Analysis Software 

 
 

Power Analysis Software 
 
 

Two-Sample t-test: A priori power 
 
 
 

The “X-Y plot for a range of 
values” will plot the Total 
sample size as a function of 
Power. This plot can be 
copied from G*Power and 
pasted into your paper or 
presentation.  
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Power Analysis Software 

 
 

Power Analysis Software 
 
 

Two-Sample t-test: A priori power 
 
 
 

By default, G*Power will plot 1 curve using 
the effect size and alpha level specified under 
“Input Parameters” in the main window. 
 
We can toggle the “Plot” number to plot 
multiple curves to estimate a range of effect 
sizes. This will change the value of “effect 
size d” to 0.1, so we need to remember to 
change it back to an appropriate effect size 
estimate.  
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Power Analysis Software 

 
 

Power Analysis Software 
 
 

Two-Sample t-test: A priori power 
 
 
 
 

Change “Plot” to 5, “from” to 
0.4, and click “Draw plot” to 
update the graph with the 
correct values. This will plot 5 
power curves, starting with an 
effect size of 0.4 and 
increasing in increments of 
0.05.  
 
This allows us to estimate the 
required sample size for a 
range of effect sizes.  
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Power Analysis Software 

 
 

Power Analysis Software 
 
 

Correlation: A priori power  

The default selection for “Test 
family” is “t tests.” Use the 
arrow to toggle to “Exact.” 
We’ll use the default selection 
for “Statistical test,” which is 
“Correlation: Bivariate normal 
model.” 
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Power Analysis Software 

 
 

Power Analysis Software 
 
 

Correlation: A priori power  
 

The “Input Parameters” for 
computing a priori power must 
be specified:  
1.One or two tailed test 
2.Anticipated correlation 
coefficient value 
3.Alpha level 
4.Desired power 
5.Correlation coefficient under 
the null hypothesis (H0) 
 
“Output Parameters” provides 
the relevant statistics given the 
input specified. Based on the 
parameters specified, we need a 
sample size of 84.  
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Power Analysis Software 

 
 

Power Analysis Software 
 
 

One-factor ANOVA: A priori power 

Use the arrow to toggle the 
“Test family” to “F tests.” Use 
the arrow to toggle “Statistical 
test” to select “ANOVA: Fixed 
effects, omnibus, one-way.” 
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Power Analysis Software 

 
 

Power Analysis Software 
 
 

One-factor ANOVA: A priori power 
 

The “Input Parameters” to compute a priori 
power must be specified:  
1.Anticipated effect size f 
2.Alpha level 
3.Desired power 
4.Number of groups  

Presenter
Presentation Notes
Use partial eta-squared =.384 to calculate f from post hoc example used above (3 groups). 
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Power Analysis Software 
 
 

One-factor ANOVA: A priori power 
 

We can estimate the anticipated effect size f 
by clicking the “Determine =>” button. Use 
the arrow to toggle “Select procedure” to 
“Effect size from variance.” Select “Direct” 
and enter the partial η2 from previous 
research. Click “Calculate and transfer to 
main window” to copy the estimated effect 
size f to the main window, then click 
“Calculate.”   

Presenter
Presentation Notes
Use partial eta-squared =.384 to calculate f from post hoc example used above (3 groups). 
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Power Analysis Software 
 
 

Multiple Linear Regression: A priori power  

Use the arrow to toggle the “Test 
family” to “F tests.” Use the arrow to 
toggle “Statistical test” to select 
“Linear multiple regression: Fixed 
model, R2 deviation from zero.” 
 
The “Input Parameters” to compute a 
priori power must be specified:  
1.Anticipated Effect size f2  
2.Alpha level 
3.Desired power 
4.Number of predictors in your 
model.  
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Power Analysis Software 
 
 

Multiple Linear Regression: A priori power  
 

We can estimate the anticipated effect size 
f2 by clicking the “Determine =>” button. 
Select “From correlation coefficient” and 
enter the “Squared multiple correlation ρ2” 
from previous research. Click “Calculate and 
transfer to main window” to copy the 
estimated effect size f2 to the main window, 
then click “Calculate.”   
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http://www.gpower.hhu.de/en.html 

 G*Power 3 Website and Free Download 
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